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Objectives

® Describe the origin of Al & common techniques and basic algorithms that
use in machine learning.
® Understand morality, morals - ethics of Al.

® Understand ethical issues in Al.

Take Home Points

® To continue to think about those issues that may affect your Al works.
® To address ethical and governance issues that lead to new guidance,

practices, rules, regulations, and laws.
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. Al In our lives

® The Difference between Atrtificial Intelligence,
Machine Learning and Deep Learning

. Types of Machine Learning Algorithms and

Common Techniques
®  Supervised Learning
®  Semi-supervised Learning
®  Unsupervised Learning
® Reinforcement Learning

Morality, Moral & Ethics

. Specialized Roles in Al

EU Guidelines on Ethics in Al
Examples



How Is Al impacting our lives?

Social Life Sciences
Smartphone Media Autonomous L e
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Security & Navigation Banking & Smart Cyber
Surveillance Finance Home Security
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TURING TEST A.l. BORN UNIMATE ELIZA SHAKEY DEEP BLUE  KISMET AIBO

Computer scientist ~ Term 'artificial First industrial Pioneering chatbot  The ‘first electronic Deep Blue, a chess- Cynthia Breazeal at Sony launches first
Alan Turing intelligence’ is coined  robot, Unimate, developed by Joseph person’ from playing computer  MIT introduces consumer robot pet
proposes a test for by computer goes to work at Weizenbaum at MIT  Stanford, Shakey from IBM defeats  KISmet, an dog AiBO (Al robot)
machine scientist. John GM replacing holds conversations s a general-purpose world chess emotionally with skills and
intelligence. If a McCarthy to describe  humans on the with humans mobile robot champion, Garry intelligent robot personality that
machine can trick "the science and assembly line reasons about Kasparov insofar as it detects develop over time
humans into engineering of its own actions and responds to

thinking it is human, making intelligent 1011 and 102 people’s feelings

then it has machines” positions

intelligence. Dartmouth College

2002

ROOMBA

First mass produced
autonomous
robotic vacuum
cleaner from iRobot
learns to navigate
and clean homes

vy
\éj/

2010

WATSON

IBM’s question
answering
computer Watson
wins first place on
popular $1M prize
television quiz show
Jeopardy

2011

SIRI

Apple integrates
Siri, an intelligent
virtual assistant
with a voice
interface, into the
iPhone 4S

2013

ALEXA

Amazon launches
Alexa, an intelligent
virtual assistant
with a voice
interface that can
complete shopping
tasks

2014

EUGENE

Eugene Goostman,
a chatbot passes
the Turing Test with
a third of judges
believing Eugene is
human

2016

TAY

Microsoft’s chatbot
Tay goes rogue on
social media making
inflammatory and
offensive racist
comments

Source: https://digitalwellbeing.org/artificial-intelligence-timeline-infographic-from-eliza-to-tay-and-beyond/ & Modified
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ALPHAGO

2016

ALPHAGO
Google’s A.l.
AlphaGo beats
world champion Ke
Jie in the complex
board game of Go,
notable for its vast
number (2*¥170) of
possible positions
Share:

2020

NVIDIAA100

THE BUILDING BLOCK
OF THE Al DATA
CENTER Al
INFRASTRUCTURE
REIMAGINED,
OPTIMIZED, AND
READY FOR
ENTERPRISE Al

HBM2

InfiniBand

2021-22

Tesla Dojo

Reveals Design
for Modular
Supercomputer
& D1 Chip


https://digitalwellbeing.org/artificial-intelligence-timeline-infographic-from-eliza-to-tay-and-beyond/

An Overview of Al

ARTIFICIAL INTELLIGENCE
A program with intelligent algorithms defined MACHINE LEARNING

and coded by human into machines that can

reason, sense, act, and adapt to given inputs Computer algorithms that have ability to learn

from data and get better without being precisely

and explicitly programmed DEEP LEARNING

Learning based on Deep Neural Networks (DNN) where
multilayers of neural networks learn to produce accurate
outcomes based on vast amounts of data and adapting itself
to new data

) 1950's ) 1960's ) 1070's ) 1980's ) 1990's ) 2000'S
1

Turing Award :

Turing Test Game Checker Al Winter IBM Deep Blue ROOMBA Amazon Alexa Al researchers  Nvidia A100 Tesla Dojo
Searle : strong & weak Al KISmet Apple SIRI Microsoft TAY Infiniband

Al coined Unimate : 1t Industrial Robot AIBO Microsoft Cortana Google AlphaGo High Bandwidth

Dartmouth ~ Chatbot IBM WATSON  Google Now Google Duplex Memory (HBM2) 6

College Shakey Robot (general purpose)



Mimicking what we know about our brain!

THINKING ANCUAGE
PARIETAL | TOUCH
FRONTALI| SPEAKING LoRE | TAsTE L R
LOBE | MEMORY SMELL
MOVEMENT _
analytical creative
OCCIPITAL | LANGUAGE logical imaginative
LOBE | ToucH
TASTE precise General
SMELL " "
repetitive Intuitive

organized Conceptual

details big picture

S Scientific
=

\ CEREBELLUM | BALANCE detached

heuristic
HEARING

LEARNING | TEMPORAL empathetic

FEELINGS | LOBE CORDINATION _ _ _
FEAR literal figurative
BRAIN | BREATHING sequential sequential
STEM | HEART RATE rEEEr

TEMPERATURE
BLOOD PRESSURE

Source : https://thumbs.dreamstime.com/b/illustration-human-s-brain-functions-anatomy-isolated-white-background-140682104.j
https://mhwcenter.org/wp-content/uploads/2017/04/functions-of-a-brain-2.jpg 7



https://thumbs.dreamstime.com/b/illustration-human-s-brain-functions-anatomy-isolated-white-background-140682104.jpg
https://mhwcenter.org/wp-content/uploads/2017/04/functions-of-a-brain-2.jpg

Human Brain

Al Chip
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©Input Layer  Hidden Layer © Output Layer

Memristors
Neural network abstraction

Physical implementation
Artificial synapse (RRAM, PCM...)

l l | «— Crossbar
' ' wires
- - 1 a4 = | »
____________________ Axo,, T 1
- Artificial neuron
86 -120 billion neurons e
> illi e K* i
125 trillion synapses | .ga' r Forming Process o~
o Neurotransmitter = o = £ + ¥
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lon channels lon movement associated switching
https://www.sciencedaily.com/releases/2010/11/101117121803.htm

The remarkable, yet not extraordinary, human brain as a scaled-up primate brain and its associated cost | PNAS

Source: “Bridging Biological and Artificial
Neural Networks with Emerging Neuromorphic
Devices: Fundamentals, Progress, and
Challenges”


https://www.pnas.org/content/109/Supplement_1/10661
https://www.pnas.org/content/109/Supplement_1/10661
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Turning data into actionable insights — the Artificial Intelligence Continuum

e~ Singularity”

- Today

Artificial Narrow Intelligence ANI Artificial Artificial
General Super f
ANl is programmed to perform a single task, based on specific data sets within a pre-determined Intelligence Intelligence
and pre-defined range, faster and potentially more accurate than a human being can. AGI ASI
Automation and quantification Advanced analytics 7

and prediction

Inspiration

Generosity  Emotion

Compassion

Empathy

Machines with ASI will surpass

Scope of data AGlI successfully  human intelligen- i G d .
integration, access, perform any ce. Itis described
and complexity intellectual taska  as “an intellect AttItUd €s ree Yearn I ng
human being is that is much
able to accom- smarter than the
plish, including best human brains
reasoning, in practically every
¢ strategizing, field, including Stage 3: Machine Consciousness
6 making informed  scientific
a s decisions and creativity, general
s ‘ T judgements under wisdom, and social
/ | uncertainty. skills”. *
]
|
| | Stage 2: Machine Intelligence
! ! Advanced network trained to
! ' e build ad-hoc models to learn e e
.\ from custom data. <+ (2016
Data acquisition Data processing Data mapping Predictive and prescriptive analytics —Eea 4 v =
and generation  and interpretation and fusion Patient-centric  Cohort-centric @ ‘
) . ’ . - - . Stage 1: Machine Learning > .
Device and Data processing Diagnostic Clinical decision Population health R
instrument level  and automated guidance e.g. support / Digital management and A A Ect S LS coitats
assistance interpretation multi-modality Twin similar patient User driven big data models for machine learning.
e.g. control e.qg. image. vieyvs /image Miilti:soiirce data data
Rl clinical ("omics”), health data across Source: SIEMENS Healthineers, adapted from Three Stages of Al
positioning behavioral, care settings “Superintelligence: Paths, Dangers, Strategies” @AmitPaka
functional, social *Bostrom, Nick. Superintelligence: Paths, Dangers,
data Strategies. Oxford, United Kingdom: Oxford University 1 1

Press, 2014,



Nowadays, Al can perform
many complex tasks with
acceptable to excellent results
In many areas!

Does Al have ‘consciousness’ or ‘mind’, which
IS a prerequisite for the ability to ‘understand’,
In contrast to the capability to compute
a vast amount of data extremely fast?




Computer Algorithm

Inputs = | reejzirn | = Outputs

An algorithm provides a specific logical
procedure, step-by-step, for solving a
well-defined computational problem to
achieve specific objectives.

® Sorting (bubble, heap, radix)
® Searching
¢ Stacks, recursion

®* Tree, etc.

‘ Inputs

) Outputs
Program gmmas [NIEFENCEN oum g

L .

An Al algorithm adjusts itself according
to inputs and expected outputs to yield
better result as it exposes to more
input data.

® Supervised Learning
® Semi-supervised Learning
® Unsupervised Learning

® Reinforcement Learning
13
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“Machines learn by studying data to detect patterns
or by applying known rules to:

H OW ® Categorize or catalog like people or things
I\/I aCh i neS e Predict likely outcomes or actions based on identified patterns

e |dentify hitherto unknown patterns and relationships

Iearn ? e Detect anomalous or unexpected behaviors

The processes machines use to learn are known as algorithms.
Different algorithms learn in different ways. As new data regarding
observed responses or changes to the environment are provided to
the “machine” the algorithm’s performance improves. Thereby

resulting in increasing “intelligence” over time.”
The Machine Learning Primer (enterprisetalk.com)

Al : Planning | Trading (prediction & decision-making)
17



https://resources.enterprisetalk.com/ebook/45320-SAS-Q4-EN-1-landing.html
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Supervised learning

Supervised learning algorithms are “trained” using
labeled examples where the desired output is known. £

Supervised learning is commonly used in applicationgy™
that use historical data to predict likely future eventsgs ‘ o

Common Techniques

® Bayesian Networks ® K Nearest Neighbour

® Decision Trees ® Regression Analysis
® Neural Networks ® Support Vector Machire
® Naive Bayes g

Similarity Learning

https://www.sas.com/en_th/insights/analytics/machine-learning.html
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Semi-supervised learning

(Generalizations)

The challenge with supervised learning is that labeling data _
can be expensive and time consuming. If labels are limited, you
can use unlabeled examples to enhance supervised learning:
Because the machine is not fully supervised in this case, we
say the machine is semi-supervised. With semi-supervised
learning, you use unlabeled examples with a small amount of
labeled data to improve the learning accuracy.

Common Techniques

® See Supervised Learning

https://www.sas.com/en_th/insights/analytics/machine-learning.html
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Unsupervised learning

In unsupervised learning, the machine studies
data to identify patterns. In this case, there is totally
unlabeled data. The machine determines correlations
and relationships by parsing the available data.

Common Techniques

® Clustering ® Dimension Reduction

® K-Mean * .

https://www.sas.com/en_th/insights/analytics/machine-learning.html
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Reinforcement Learning

Reinforcement learning analyzes and optimizes
the behavior of an agent based on the feedback from
the environment. Machines try different scenarios to
discover which actions yield the greatest reward,
rather than being told which actions to take. Trial-and-
error and delayed reward distinguishes reinforcement
learning from other techniques.

Common Techniques

® Artificial Neural Network  ® Learning Automata

® Q-Learning S



Structure

Meaningful t
Compression Discovery
_Big data Dimensionality Fe.a.tur?
Visualization Reduction Elicitation

Unsupervised
Recommender i
ommer Learning
;usteré
Customer
Targeted Segmentation
Marketing

Realtime decisions

Planning

Robot Navigations

Image Customer
Classification Retention
Identity F - . .
dsg%ggtigggd Classification Diagnostics
Supervised
Learning Advertising Popularity
Prediction
M aC h I n e g Weather
Population Regression -
Learn I ng Growth Production Forecasting
Estimating Market

Life Expectancy Forecasting

Game Al

Reinforcement

\Learning/

Skill Acquisition

Learning Tasks

Adopted from : https://medium.com/@raosrinivas2580/how-does-the-ml-algorithm-differ-from-the-traditional-algorithm-b7c3a2799e10
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Specialized Technical Roles in Al

Researchers

Exponential Trust Times

Who knows ‘the Al Researchers

; ; ] S5 -
~o N ) . B !
- ’ " b v & \ A
¢ o e A . : i b s | D
/ “ . - \-“'."v\xzﬁ = N

27



Specialized Technical Roles (cont’d.)

Al/ML Engineering (Data Scientists) “code with data” » “Known Algorithms & Models”

DATA PREPARAT'ON EXPLORATORY DATA ANALYSIS DATA MODELING

DATA CLEANING TRANSFORMATION DEFINES AND REFINES
D> jﬁ THE SELECTION OF FEATURE KNN [ G| Naive BAYES
o—— . " 4

INCONSISTENT DATATYPES VARIABLES THAT WILL BE USED

= 4 = ":: talend 7N
MssPELLED ATTRIUTES (5551 EJ:’ ; IN THE MODEL DEVELOPMENT “v‘ ‘y“
MSSING AND DUPLICATE VALUES DECISION TREE
j VISUALIZATION AND COMMUNICATION
% aik
DATA ACQUISITION ﬁ "\\l —
-Wes seveRs P
: /%.47 ,.fH il

L06S iT J

DATABASES

. DATA SCIENCE? el

1 DEPLOYS ANc.
J T L
© ‘
9 3 2 ™
8 4 D > «
745 N7 = d{
= > ||
- 5 Gl ==

https://youtu.be/X3paOmcrTjQ, https://companyleaders.org/2020/05/21/jonathan-cornelissen/, https://ifgagne.ai/global-ai-talent-report-2020

28


https://youtu.be/X3paOmcrTjQ
https://companyleaders.org/2020/05/21/jonathan-cornelissen/
https://jfgagne.ai/global-ai-talent-report-2020

Specialized Technical Roles (cont’d.)

Data Engineering/Architecture  (“construct, test and maintain optimal data pipeline architectures”)

Modern Data Integration: Data Engineering

' MANAGE AND MONITOR  Gortral Hub

____________

. ! Curated: ;
DINgﬁST } e R B 1 ETL ~ | ! Datalakes |
 DataCollector Raw: . Iransformer " 5,5 platforms !

{API} : Ob/e‘_:t Stores, : : Data Science
Streami ! Landing Areas ! 0
~ ~

g ! - Al/ML 3
é S
CuUC . ey, P S ——-—
S — )@ T LT §
3 : ' Business £
Batch I . Intelligence Q
' :
O : Analytics
1
\ Data Warehouses |
=
@ Streamsets © StreamSets, Inc. All rights reserved.

https://iffgagne.ai/global-ai-talent-report-2020/ https://streamsets.com/learn/data-pipelines/

AS



Specialized Technical Roles (cont’d.)

AlI/ML Productization (“feasible solution to build out and another more technical role that does the building”)

Machine Learning workflow

data exploration i training ; inferencing

v

eed

> > *b\
: l0l0l0 : </
oo

training compute tuning productization application
script

11111
TTTTT

&

Azure Machine Learning service

https://iffgagne.ai/global-ai-talent-report-20 20/, https://www.youtube.com/watch?v=0i3Hn_UtDEw
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Perspectives based on roles and responsibllities

Al Researchers Al/ML Engineering (Data Scientists)
® New Al Algorithms ® Build & Train Models
® Directions ® Domain Knowledge
® Policies ® Bias
- ® Validate
. "
Data Engineering/Architecture Al/ML Productization
® Data Labeling and Gathering ® Deploy & Monitor

® Extract Transfer Load (ETL) ® Access Control
Privacy & Traceability * Cybersecurity _

® Anonymization
[




Ethics (3385554)

v’ Oxford Languages and Google

® “Moral principles that govern a person's behavior or AT
the conducting of an activity.” o

® Ethics or moral philosophy is a branch of philosophy
that "involves systematizing, defending, and
recommending concepts of right and wrong behawor" L

\/nght and wrong behaviors & impact to human and \ﬁatune

® a particular class of human actions or a particular
group or culture
(https://www.diffen.com/difference/Ethics_vs_Morals)

v’ Applied Al Ethics

® Examining specific controversial issues
(privacy, jobs, military, fairness, data collection, life science, etc.)




Mahidol University
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Ethics & Morals
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Morality (Moralitas)

GRIGERH!

I
5 A
+ +
ﬁﬂ 2

Rngraoss

Aasssu

Morality describes the particular set of values
and principles of conduct of a specific group
at a specific point in time.

Morals are the principles that guide individual
conduct within society. They may change over
time and are used to judge right or wrong.

24



Ethics

Guiding principle of
conducts of an individual
or group &
Reasoning Involved

Defined by organization,
profession, area of
expertise, etc.

Related to professional
work & applied

Uniform compared to
morals

Morals

One’s principles of what is
right or wrong

Swayed by culture, society
and religion

Growing up in an
Environment, guardian

Vary according to different
cultures, religions and core
beliefs

25



. & Mahidol University !
Faculty of nformation C
and Communication Technology T

“Al ethics would require that we do not
readily know what the right thing to do Is.”

. ‘ {
Ethics of Artificial Intelligence and Robotics (Stanford Encyclopedia of Philosophy) / %V -

26


https://plato.stanford.edu/entries/ethics-ai/

EU Guidelines on Ethics in Al (Ethical Principles )

® Develop, deploy and use Al systems that shall respect for human
autonomy, prevent harm, have fairness and accountable.

® Pay attention to vulnerable groups such as children, persons with
disabilities and others that have historically been disadvantaged or
are at risk of exclusion, and to situations which are characterized
by asymmetries of power or information, such as between employers
and workers, or between businesses and consumers, e.g.
Rich vs. Poor Countries.

® Al systems risk mitigation to prevent a negative impact (e.g. on
democracy, the rule of law and distributive justice, or on the
human mind itself.)

33



EU Guidelines on Ethics in Al (Trustworthy Al)

Technical and Non-Technical
® Human agency and oversight
® Technical robustness and safety
® Privacy and data governance
® Transparency
® Diversity, non-discrimination and fairness
® Environmental and societal well-being
® Accountability
® Trust

34



® Adopt a Trustworthy Al assessment list when
developing, deploying or using Al systems, and adapt
it to the specific use case in which the system is
being applied.

® An assessment list will be about continuously
identifying and implementing requirements,
evaluating solutions, ensuring improved outcomes
throughout the Al system'’s lifecycle, and involving
stakeholders in this.

35



® Implicit ethical agents: forcing the machines’
actions to prevent unethical outcome.

® Explicit ethical agents: explicitly quote the allowed
and the forbidden actions.

® Full ethical agents: machines have
consciousness, free will, and intention

Moor, J.H.: The nature, importance, and difficulty of machine ethics. IEEE Intell. Syst. https://doi. org/10.1109/MIS.2006.80
https://link.springer.com/content/pdf/10.1007/s11948-019-00151-x. pdf

36



Ethics in Al Scientific Research/Innovation

® Genetics & Stem cell research

®* Medicine

® Clinical Trials

® Genetically modified food

® Disease research (e.g. SARS-CoV-2,
biowarfare)

® Drug discovery

® Robotics

® Nuclear technology

* Animal rights

®* Weather Modeling & Prediction ...
37



~ Ethics issues : Now and Future

‘(1) short-term (early 21st century):
autonomous systems
(transportation, weapons), machine
bias in law, privacy and
surveillance, the black box
problem and Al decision making;”
Trust, Security

“(2) mid-term (from the 2040s to the
end of the century): Al
governance, confirming the
moral and legal status of
intelligent machines (artificial
moral agents), human-machine
interaction, mass automation;”

Source: https://iep.utm.edu/ethic-ai/

“(3) long-term (starting with the
2100s): technological singularity,
mass unemployment, space
colonization.”

38
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Responsible Al

v
Explainability Privacy Bias Equitability Security
How & Why Identity & Traceability Human & Al Fairness Cybgrsecunty
& Misused
Opt-out
\ J

N =

TRUST

39



Data Provenance

Human-in-the-loop

Interpretability

Explainability

Contestability SR

Accountability ' \y-\ Auditability

Traceability

-



Explainable Al

Cheat sheet -.

© Ig)terpretable 4
Models ,

Good choice! Especially for
high-stakes decisions

—_— L4
Ve 1110 \,\0’/' >N
[ Logistic i k KNN |
\_ regression A
2 e

Explaining a model’s
Yes

decisions? \ = /1

No ‘
- . __ s Is the model |
Ah, sowe're exploring the | interpretable by design? |

' _\ °

# | Linear models )

s ==

model and its internals

b

/' Activation | '\
maximization |

Feature t

visualization

No
So less-interpretable methods perform better
for your use-case? We understand!

u Need a method that works on all models?
L

%i
4 Also yes |
Using special examples
from the dataset could
. Influence \
functions ﬁf

~ Agnostic

uncover insights about
—

the model
y

Integrated
gradients

A Arpeggio

41



* loca_experience ipyrd .

a

Get a prediction and explanation

la = explainable_ai_sdk. load_scdel_from_local_path

ing_net _dir,

explainable_al_sdk.XraiConfig()

response = la.explain( [{" input

response (0] .visualize_attributions()

labels_path = tf . keras.utils.get_

11

ilel”

*: imarr 7/ 255)))

InageNetl

abels

isagenet_labels = np.array(open(labels_path).read().splitlines())

print(*Predicted label:’,

Label Index 108

Example Score: 8.9621
Baseline Score? 2.0128
Approximation Error: 2.2091

s
©

-

¢ w o
Predicted label: jellyfish

0 0

isagenet_labels[108])

oad. tensorflow.org/da

max_1lr = le-@83

wd =

le-4

epochs = 4
# Icycle policy
learner.fit_one cycle(cyc len=epochs, max_lr=max_1lr, wd=wd}

A Typical Result

epoch train_loss walid loss emor_rate accuracy time
0 0167856 0.158789 0057765 0942235 02:49
1 0127068 0.11589656 0.0414B84 0953506 02:51
2 0.091&04 0.083554 0031041 0.965959 02:52
3 0067145 0.0B4660 0028223 0971777 02:52

0E1 = Tain

o7 walid

0&E

054

04 4

03

037 A

0l

oo T T T T

o 500 1000 1500 2000 2500 3000
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Explanations can be used for:

Al Researchers
Al/ML Engineering (Data Scientists)

Al/ML Productization
End users

Public stakeholders

Why does the model not performing as expected?
How can | improve it? >

Can | trust the model’s output? = =
What should | do with the predlctlon results?

Is the model safe and appropriate for the purpose?
Does it comply with ethics, regulations and law?




Users can take actions...

Al Researchers Improve model architecture
Al/ML Engineering (Data Scientists) Improve training data & refine features

Work with domain experts /
Al/ML Productization Make informed decisions ' \
Find areas for model refinement

End users 7y

Voice & construct guidance
for responsible use of Al

—

Public stakeholders



_ How Al is often biased.

Implicit bias

* A person with the bias does not aware of discrimination or
prejudice against a person or group — whether it be on grounds
of gender, race, disability, sexuality or class.

Sampling bias

* Randomly selected data does not reflect the distribution of the
population. It is skewed towards some subset of the population.

Temporal bias

* A machine learning model works well currently but fails in the
future. It didn't factor in possible future changes.

Over-fitting to training data

* An Al model adheres too much to the training dataset but
cannot predict new data accurately. It does not generalize to
a larger population.

Edge cases and outliers

« Data points are outside the normal distribution. Errors and noise
are classified as edge cases: Errors are missing or incorrect
values in the dataset; Normal variant

45
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* Why did the model do that?
* Why not something else?

e i e m B Modeling :: oo o * When does the model succeed
ARres: abdm & g A, This is a cat or fail?
Traini T38| e=o
raining = e T * How do | correct an error?
Process e o (p =.80) * When can | trust the model?
Learned User
Data Function
* | understand why
New /' — | Thisis acat * lunderstand why not
Modeling S8 LR e | because. . « | know when the model will succeed
& Training z.}.l.k, l'l i> | *Ithas fur, whiskers, or fail
Do RN claws,...
Process Al bk Bl ] - lis face has * | know when to trust the model
features. . * | know why the model erred
Training Explainable  Explanation
Data Model Interface

46
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Let's look at some examples
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When Walmart Predicted What

Shoppers Would Buy Before a The top seller was beer (no surprise there),

Hurricane Hurricane Charley struck the
coast in August of 2004
\6\ Daniel Ganninger Nov 4,2020 - 2minread * O o @ @ Lt

and strawberry Pop-Tarts, which sold
seven times greater than normal.

With about 100 million customers that graced the
stores each week, the company sat on a treasure
trove of information. Walmart was believed to have
460 terabytes of data on its databases in the corporate
headquarters in Bentonville, Arkansas, in 2004, which
at the time, was enough data to double the amount of
data on the Internet.

How Walmart Uses Data To
Drive Disaster Relief

@ Dan Woods m

(@® This article is more than 4 years old.

23 July 2021

WHl'I over 20,000 stores in 28 counTriesI Walmart is the largest refailer in the world. So it's

Usually, when disaster strikes, whether it's natural like a hurricane Written by fiting then that the company is in the process of building the world's largest private cloud, big

or fire, or a terrorist attack, it seems our best preparations fail. Take enough fo cope W”H 25 peTubytes of'daia every hOUF.ITO el smmae &l e informuTion,
Hurricanes Sandy and Katrina, which left whole swathes of the

Bernard Marr is a world- Walmart has created what it calls its Data Café - a state-of-the-art analytics hébdocated

US devastated and uninhabitable for far longer than expected. The
renowned futurist, influencer and e ”
Coe e within its Bentonville, Arkansas headquarters. 49

earthquake in Haiti a few yes

go is another prime example where

it took resources far too long to reach those in need.



Forbes

How Target Figured Out A
Teen Girl Was Pregnant
Before Her Father Did

Kashmir Hill Former Staff
Follow
Tech

Welcome to The Not-So Private Parts where technology & privacy
collide

® This article is more than 9 years old.

Every time you go shopping, you
share intimate details about your
consumption patterns with retailers.
And many of those retailers are
studying those details to figure out

what you like, what you need, and

which coupons are most likely to

make you happy. Target , for

example, has figured out how to TA R G E T

data-mine its way into your womb,

“Target assigns every customer a Guest ID number, tied
to their credit card, name, or email address that becomes
a bucket that stores a history of everything they've
bought and any demographic information Target has
collected from them or bought from other sources.”

“..women on the baby registry were buying larger
quantities of unscented lotion around the
beginning of their second trimester.”

“Take a fictional Target shopper named Jenny Ward, who
is 23, lives in Atlanta and in March bought cocoa-butter
lotion, a purse large enough to double as a diaper bagq,
zinc and magnesium supplements and a bright blue rug.
There’s, say, an 87 percent chance that she’s pregnant
and that her delivery date is sometime in late August.”
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ﬁ& NEWS A timeline of Faceboolganziacisizans d its res; SHARE THIS — f Yy = .
facebook

When: December 2007 Track buying habit of users over 40 websites

What:|Beacon,|Facebook’s first big brush with advertising privacy issues EXPLOITATION AND MANIPULATION

— - "

|
. . . . ; (] - A —~
Facebook’s response: Zuckerberg apologizes, gives users choice to opt out W Em ‘L\,r f‘l

There was once a time when companies could track purchases by Facebook users and then
notify their Facebook friends of what had been bought -- many times without any user
consent.

When: July 2014
THE WAR FOR

PRIVACY.

What:|Mood-manipulation experiment|on thousands of Facebook users

Facebook’s response: Facebook data scientist apologizes
ACOtnng

Facebook's mood-manipulation experiment in 2014 included more than half a million
randomly selected users. Facebook|altered their news feeds to show more positive or
negative posts.|The purpose of the study was to show|how emotions could spread on social
media.|The results were published in the Proceedings of the National Academy of Sciences,
kicking off a firestorm of backlash over whether the study was ethical. 51




= InfoQ

InfoQ Live September

Learn how to apply containerized applications to
improve application speed, reliability and deployment.
Virtual Event on September 21th, 9AM EDT / 3PM CEST

InfoQ Live October

CEST

InfoQ Homepage > News >

[ Al, ML & DATA ENGINEERING I

Learn how to apply Microservices and DevSecOps
to improve application security & deployment
speed. Virtual Event on Oct 19th, 9AM EDT/ 3PM

1
2 SIGNUP/LOGIN Vv A

QCon Plus Online Software Development
Conference

Turn advice from 64+ world-class professionals into
immediate action items. Attend online on Nov 1-12.

Facebook Announces ZionEX Platform For Training Al Models With 12 Trillion Parameters

Facebook Announces ZionEX Platform for Training Al

Models with 12 Trillion Parameters

Accelerating Facebook’s infrastructure with application-specific e e
hardware

inference module

NIC
| Accelerator fabric Training accelerator

89 o8y tiy By ¥

Application-specific hardware accelerators - Facebook Engineering (fb.com)

Glacier Point v2 Yosemite v2
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2x Twin Lakes with
2x Glacier Point v2
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https://engineering.fb.com/2019/03/14/data-center-engineering/accelerating-infrastructure/

Can robots make up for Japan's care
home shortfall?

Without more immigration, the country is forced to turn to technology

Grin and bear it: the Robear robot can lift elderly people or hospital patients off their bed into a wheelchair

52



@ thehindu.com

o Gauging attachment when your child’s best friend is a robot SHARE ON

HEALTH

Gauging attachment when your child’s
best friend is a robot

Sweta Akundi MARCH 02, 2020 16:42 IST
» UPDATED: MARCH 03, 2020 14:56 IST

SHARE ARTICLE f v @« ® 8 PRINT A | | A

Can a child get too attached to a robot?

You can welcome a social robot into your family, let it assist your
children and give them company. But what does getting attached to it 53
mean for your child’s emotional health?



& chatbotslife.com

Q

f o ; P
ARTIFICIAL INTELLIGENCE W Are robots taklng our IObs -
v‘ ~ 11]. A.I Cause mass o Share Professio»nalSDScz‘mne‘r‘s )
hv{ Emel] reaform = ea‘rn ore
unemployment? i S
Are chatbots and self-driving cars going to make people lose their

jobs?

& alphaHoo @
#0  May 29, 2019 - 6 min read o o @ @ ]

ing a 46-node q
metropolitan area network

) A B

Is this a vision of the future? Credit: Robot worker image via shutterstock.com . N
Hidden chamber found in Vanguard Cave —

If you put water on the stove and heat it up, it will at first just get part of Gorham's Gave Complex in Gibraltar
hotter and hotter. You may then conclude that heating water St 2

JOB

INTERVIEW

THIS WAY 9
i \

Artificial intelligence-based systems and chatbots are taking every industry
by storm. The concern of Al taking over everyone’s jobs is becoming
increasingly urgent as recent Al breakthroughs attract public attention. As

much as they are playing an important role in making tasks and processes The Future of Work: Technology 1
better, their effect on human-centered jobs and capabilities in the Will Kill Your Job. Here’s How




3:27 AM FriOct1 all T @ L 93% mm)

@ washingtonpost.com

Sections = Signin &

@The {Uusl]mgton Post e e

Morning Mix

Robot grabs man, kills him in German car
factory

mudvNnUALU
ogs:aulru?

- | Who or what is the agent of
At s ke ok responsibility?

By Abby Phillip &
July 2, 2015
Some terrifying news out of Germany: A robot grabbed a worker and crushed him 55

to death.



Example : Mortgage Application

® Loan for a House

® Racial or class discrimination?
(zip code)

® Algorithms used explainable?

v Decision trees

v Bayesian networks

v Genetic algorithm
v Neural networks & deep learning
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GRE - sequence

Example : Medical Imaging & Al o

RF %
® Imaging Modality Raw Data Set (MRI) GS —m_

GP @

Signal % -
GR_ 1 GRE

GBM (glioblastoma multiforme)

7\

RCT Traditional Approach

* Imaging as « Surgery
biomarker * Radiation

» Pathology therapy

» Radiology

+ Genomics

* Precision medicine
» Targeted drug
therapy

Source : Physics13 14.pdf (clinical-mri.com)
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http://clinical-mri.com/wp-content/uploads/textbooks/physics_of_cmri_3rd_edition/Physics13_14.pdf

Demonstration: Cy b ersecur | ty

Injecting and Removing Lung
Cancer from CT Scans

Corresponding Author: Yisroel Mirsky
yisroel@post.bgu.ac.il

Cyber@Ben-Gurion
University of the Negev

Full paper:

Yisroel Mirsky, Tom Makhler, llan Shelef, and Yuval Elovici
CT-GAN: Mdlicious Tampering of 3D Medical Imagery using
Deep Learning. https://arxiv.org/abs/1901.03597

Original Injecting One
Solid Pulmonary Nodule

Before

Al Detections

55

Generative Adversarial Network (GAN



I

Wrongfully Accused by an
Algorithm

In what may be the first known case of its kind, a faulty facial
recognition match led to a Michigan man’s arrest for a crime he
did not commit.
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Source : New York Times



Image "Cloaking" for Personal Privacy

Shawn Shanf, PhD Student
Emily Wenger™, PhD
Student

Jiayun Zhang, Visiting
Student

Huiying_Li, PhD Student
Haitao Zheng, Professor
Ben Y. Zhao, Professor

1t Project co-leaders
and co-first authors

Original Cloaked Original Cloaked

e Email the Fawkes team

e Email us to join FEawkes
mailing_list for news on
= - - - updates/changes.
= e [le=" A

< e N, 0 L B N, N
" IS T &) SAND Lab

security, algorithms, networks and data

Introduction Technical Paper Downloads Media/Press Limitations FAQ
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What should the self-driving car do?

® Dt *
. MLl i i ’
r J P ——— %

ik
ll' A

roblems and autonomous vehicles: what dos the public think? (bioedge.or
Driverless cars and a new kind of “trolley problem” - Prospect Magazine
http://www.nexentire.com/webzine/201706/en/content_08.html



https://www.bioedge.org/bioethics/trolley-problems-and-autonomous-vehicles-what-does-the-public-think/12870
https://www.prospectmagazine.co.uk/science-and-technology/driverless-cars-and-a-new-kind-of-trolley-problem
http://www.nexentire.com/webzine/201706/en/content_08.html

Ethics in Al : Qualities in Autonomous Driving

Technical and Non-Technical
® Human agency and oversight
® Technical robustness and safety
® Privacy and data governance
® Transparency
¢ Auditability
® Responsibility
® Predictability
® Incorruptibility (Cybersecurity & Hacking)

¢ Accountability
57
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This is the first known pedestrian fatality
s Involving a self-driving car
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8 Cameras

https://www.youtube.com/watch?v=110QXiJ8ORe8&t=8s

Ethical issues : Privacy & Anonymization & Safety


https://www.youtube.com/watch?v=11QXiJ8ORe8&t=8s

Model Creation Biological Visual Cortex Wiring
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Camera Input

_—

- 1280x960 12-Bit (HDR) @ 36Hz

Pixels

i [
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e Estimated Autopilot miles to-date: 3.3 billion miles
e Estimated miles in all Tesla vehicles: 22.5 billion miles

Source: Tesla Vehicle Deliveries and Autopilot Mileage Statistics - Lex Fridman

Estimated Tesla Autopilot Miles @lexfridman
Projected Autopilot Miles:

5,134,585,459 —__

Date 2021- 01 01
Projected Autopilot Miles on Hardware 1:

994 077,265

ted Autopilot Miles on

4.140,508,193
Current Estimated Autopilot Miles:

3,324,020,246 —
Date: 2020-04-22

Current Autopilot Miles on Hardware 1:

852,461, 468

2471558778

6,000,000,000

5,000,000,000 -

4,000,000,000 -

3,000,000,000 -

Autopilot Miles

2,000,000,000 -

1,000,000,000

2015 2016 2017 2018 2019 2020 2021


https://lexfridman.com/tesla-autopilot-miles-and-vehicles/

Neural Network Backbone

Residual Neural Network (RegNet)

—
L
L S

4

]
oraw

nl, 1 wy, 1732, 1/32
wa, 132, 1/32
Wo, 172, 1/2 w,, /4, v/4
stem stage |
20x15x512 f
LA Wy, /2, 1/2
(a) network (b) body
40x30x256
80x60x128
160x120x64 WL
WxHxC 3“3.};’.[..\';]

w/b, 1,1

t
Wi, I, T Wi.1, 21, 21;

(a) X block, s=1 (b) X block, s=2

Wi, I, 0

block d,

block 2
W, I,
block 1

)

Wi.1s 25, 21,

(c) stage i

[

61



Class prediction net

BiFPN
Box prediction net

0—

| | BIFPN Layer

]

[:
i

=

:’]

Lt
— Car? Yes!

T 8 8§ L # 62



]
Detection Head

640x480x1 640x480x4

N
(oo ) |

[ BiFPN ]

Box prediction net

BIFPN Layer

RegNet

For Each Pixel:
/'

- 3 * |s there an object here?

{1 {1 * |f there were an object here,
I what is its extend and attributes?




Multi-Task Learning “HydraNets”

Object Detection Task

Traffic Lights Task

Lane Prediction

reg ]

Decoder Trunk

(o )(m ) () (= )(w () |
|

) |

Decoder Trunk

[

Fully Connected ]

1. Feature Sharing
=> Efficient at Test Time

2. De-Couples Tasks
=> Able to Fine-Tune Tasks Individually

3. Representation Bottleneck
=> Able to Feature Cache &
Speed Up Fine-Tuning

T = 5 L & |LIVE
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The Final Architecture !

Explicit
Vector Planning &
Space Control -
-
- Steering ' /
_"-_-E' Trajectory & ACCGI
Distribution
Vision
Intermediate
Features Neural Net
Planner
[0 o - /

T =5 LA [WE 7o



HOW DO WE GENERATE
TRAINING DATA?

Manual Labeling



Life of a Clip

Clip

Offline
Neural
Networks

Odometry

Ego Trajectory
& Static World
Reconstruction

Moving
Objects &
Kinematics

Labels

74



e
Data Labeling Growth

1,000 Person In-House Labeling Team

Fully Custom Built Data Labeling & Analytics Infrastructure

#labels

oununs sl Ry lllxlﬂ Il lW”'

ol




lation Is a Vi fo Game With Autopilot Player

Simu




e
) ¢
Hardware Integration L

e 11011
(-
]
ol | |
e s et ,
[ Neural Networks ] Mini mlze& Latency
Maximize Frame Rate

—>

FSD Computer

[ Algorithms ]

T = 5 L 7 |LIVE



e
Training Node Architecture

NORTH
WEST 1288
1288
648 to local
SRAM EAST
_— 1288
—
Superscalar In-Order CPU 648 from local
4 Wide Scalar + 2 wide Vector Pipes SR
SOUTH

1288

4-Way Multithreaded

Custom ISA Optimized
for ML Kernels

r

T 25 L & |LIVE
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%
D1 Chip ©

LB LR

362 TFLOPS eris/crps
22.6 TFLOPS rr32

645mm?
7nm Technology

50 Billion

10TBps/dir. on-chip Bandwidth

EdaEEesIaEHEIESEEad || Transistors
eSS EEEREEE R R |

4TBps/edge. or-chip sandwiatn esdbansagbeanioumt [N 11+ Miles
esemsessmsssasasmi[N O Wires
i B R

400W TDP

I, T, I 1, SR, N, 5, L 0. ., 1, SN e mnam e |
247,
e B

T = 5 L & [LVE]
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Training Tile L

9 PFLOPs BF16/CFP8 Massive 36 TB/s off-tile BW

T =5 L A [LVE] go



15 KW Heat Rejection

Compute Plane

18000 Amps

Power & Control

€

Training Tile

Heat Out

Performance & Scale at all Levels

—
m

5 LA [LVE



e
Logical View of the System

Distributed System
Is Partitionable

DPU - Dojo Processing Unit

A Virtual Device That Can Be Sized According
to Application Needs

D1 Accelerator Chips (Compute + Local Memory)
Dojo Interface Processors (Ingest + Shared Memory)

D1

=G

o

I

o

=

1

DPU O




1 EFLOP (BF16/CFP8)

AINING TlLE# ‘| 3000 D1 CHIPS | >IM TRAINING NODES
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& Mahidol University |
Faculty of Information G

and Communication Technology T

Concluding Remarks

94



A.l. Research

®*Code of Ethics
v Explainability
v Auditability
v Transparency : disclose any actual or potential danger to
the public
v'Responsibility for their own work
v'Use Al only if believed to be safe ;,

v'Fairness
¢ ri&used by A

v'Security
v'Gather and address graye
v'Policy

v'Privacy (PDPA4 |
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¢~ % Mahidol University

! N Faculty of Information
Qs and Communication Technology

Domain and content specific...




Where to training...

Support ~ FAQs  Contact Us

a4 o
gCITI - y [ e |

Courses Organizations~ Individuals~ About Register Log In
=5 g & \ g | g

~x PROGRAM

help desk has implemented a new phone system. If you experience any difficulties reaching us, please email support@citiprogram.org.

The Trusted Standard in Research, Ethics, and
Compliance Training

The Collaborative Institutional Training Initiative (CITI Program)
is dedicated to serving the training needs of colleges and
universities, healthcare institutions, technology and research
organizations, and governmental agencies, as they foster
integrity and professional advancement of their learners.

Demo a Course Benefits for Organizations

Has completed the following CITI Program course:

Has completed the following CITI Program course: Has completed the following CITI Program course:
Good Clinical Practice
(Curriculum Group}
Researcher Device
(Course Learner Group)

1 - Basic Stage
(Stage)

Human Subjects Research
{Curriculum Group)
Biomedical Researchers
(Course Learner Group)

1 - Basic Stage
(Stage)

Biomedical Responsible Conduct of Research
(Curriculum Group)
Biomedical Responsible Conduct of Research
(Course Learner Group)
1-RCR
(Stage)

Under requirements set by: Under requirements set by: Under requirements set by:

Mahidol University Mahidol University Mahidol University

Research, Ethics, and Compliance Training | CITI Program
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https://about.citiprogram.org/
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Mahidol Al Center
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However, running Al experiments in medical imaging demand powerful hardware
as well because using Al in medical imaging involves intensive tasks like training it to
detect lesions and other signs of cancer in thousands of scans. Here is a difference:

Training AlexNet — A deep learning neural network for image recognition

(mtel) =
NVIDIA. =
Xeon E5 16 core CPU Titan X GPU
US$3,500 US$999

43 days 2.5 days

™
Jd
N v '\A.
/ A
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‘ 8X NVIDIA A100 GPUS WITH UP TO 640 GB TOTAL GPU
MEMORY
12 NVLinks/GPU, 600 GB/s GPU-to-GPU Bi directonal Bandwidth

@ 5x \viDIA NvswITCHES
4.8 TB/s Bi-directional Bandwidth, 2X More than Previous Generation

NVSwitch

‘ 10X MELLANOX CONNECTX-6 200 Gb/s NETWORK
INTERFACE
500 GB/s Peak Bi-directional Bandwidth

‘ DUAL 64-CORE AMD CPUs AND 2 TB SYSTEM MEMORY
3.28 More Cores to Power the Most Intensive Al Jobs

@ 30 7B GEN4 NVME SSD]
50 GB/s Peak Bandwidth, 2x Faster than Gen3 NVME SSDS
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D0 40GB PCle | A10080GB PCle | A100 40GB SXM | A100 80GB SXM

FP&4 9.7 TFLOPS
FPé4 Tensor Core 19.5 TFLOPS
FP32 19.5 TFLOPS

Tensor Float 32

156 TFLOPS | 312 TFLOPS*

[TF32)
BFLOAT1é Tensor
312 TFLOPS | 624 TFLOPS*®
Core
FP16 Tensor Core 312 TFLOPS | 624 TFLOPS*®
INT8 Tensor Core 624 TOPS | 1248 TOPS™
GPU Memory 40GB HEM2 80GB HEBM2e 40GB HBM2 80GB HBM2e
GPU Memory
1,555GB/s 1,935GB/s 1,555GB/s 2,039GB/s
Bandwidth
Max Thermal Design
250W 300W 400W A00W
Power [TDP)
Multi-Instance GPU Upto 7 MIGs @ 5GB Upto 7 MIGs @ 10GB Up to 7 MIGs @ 5GB Up to 7 MIGs @ 10GB
Form Factor PCle SXM
NVIDIA® NVLink" Bridge for 2 GPUs: 600GB/s ** NVLink: 600GB/=
Interconnect
PCle Gen4: 64GB/s PCle Gen4: 64GB/s
o NVIDIA HGX" A100-Partner and NVIDIA-Certified
) Partner and NVIDIA-Certified Systerns” with 1-8
Server Options GPU Systems with 4,8, or 16 GPUs
s
NVIDIA DGX" A100 with 8 GPUs
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Mahidol Al Center Empowers Advanced Innovations & Future Expansion

MUC_Net Core Switch Core Campus

A Switch @nas IT
7S

10 Gbps Network

In-Band Ethernet

Storage \ e 10 Gbps Network
e
Management
Ethernet Network
1 Gbps

NVIDIA DGX A100

DGX A100 DGX A100 DGX A100 DGX A100 09 emmm

80 GB 40 GB 40 GB 80 GB
Infiniband HDR200

Management Server

X24 (8x3) X2 (2x1)

Mellanox QM8700 InfiniBand Switch

103
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Thank you
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